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Received: 2 August 2013 / Accepted: 2 January 2014 / Published online: 29 March 2014

� Indian Institute of Metals 2014

Abstract Kinetic–statistical approach was applied to

investigate the mechanism of thermal decomposition of

Zinc–Iron-intermetallic phase, as by product from neutral

leach residues. In present paper, in order to characterize the

tested material, the following experimental techniques

were used: Rietveld analysis, scanning electron micrograph

and tube furnace sample heating procedure. Based on

dependence of Avrami constant in function of effective

activation energy, it was found that at T [ 950 �C, the

process of crystal growth takes place in autocatalytic stage,

under the conditions, where rate of nucleation rapidly

increases. It was established that high nucleation rate can

be attributed to formation of both Zn and Fe rich regions

which provide a high number of heterogeneous nucleation

sites. It has been proposed that emergence of line defects

under ZnO branched crystals can serve as pin-points for

secondary nucleation to occur. It was confirmed that

increase in temperature in Zn vapor did not result in a

decrease of existing in Zn constitutional vacancies.
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1 Introduction

Zinc is an important element especially for the steel

industry and the formation of electric arc furnace dust

(EAFD) leads to strong recycling activities. Zinc in pri-

mary fluidized bed calcine as well as in EAFD exists

besides as simple oxides in a spinel form called zinc

ferrite ZnO�Fe2O3. A lot of studies have been conducted

to find the most efficient way of zinc and iron recovery

from the EAFD material due to environmental, technical

and economical needs. Because of that there is a neces-

sity for treatment of wastes containing zinc ferrites [1, 2].

Different hydrometallurgical ways for recovering zinc

from ferrite-phases exist such as acidic or caustic leach-

ing, microwave assisted extraction, EZINEX process, etc.

[3–5].

Leaching with sulphuric acid to obtain high recovery

yield is feasible based on the following reaction:

ZnFe2O4 þ 4H2SO4ðaqÞ ! ZnSO4ðaqÞ
þ Fe2 SO4ð Þ3þ 4H2O ð1Þ

Equation (1) can be expected even at room temperature,

but the reaction rate is too slow. At elevated temperatures

and longer leaching time, significant extraction yields

[80 % will occur, but the process is unselective decreased

[6]. Zinc extraction becomes even higher if the solid/

acid ratio is lowered. During this process, calcium

sulphate precipitates resulting from low concentration of

sulphuric acid and it remains until end of process.

Because of unselective leaching a yield of zinc is

decreased [6]:

ZnFe2O4 þ 2 OH�½ � ! ZnO2�
2 þ Fe2O3 þ H2O: ð2Þ

Other researches [5] have studied leaching kinetics of

zinc ferrite in aqueous hydrochloric acid solutions
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according to the reaction (3) and found that it is possible to

precipitate ferric chloride, in the pH range of 3–4 and using

air mixing:

ZnFe2O4 þ 2HCl ! ZnCl2 þ Fe2O3 þ H2O ð3Þ

Their experiments have reached up to 90 % zinc

recovery under pH values between of 3–4 at 90 �C.

Unsuccessful experiments on ammonia leaching were

conducted, where the EAF dust was firstly washed to

solubilize the zinc oxide and then leached with ammonium

chloride. But the zinc ferrite remains in residue. An organic

acid process was also able to recover zinc from ferrite,

when additional leaching step was introduced [5].

Today’s commercial operations reach almost complete

winning of zinc from zinc ferrite are mostly based on

fuming operations that reduces ferrite and vaporizes zinc.

Such pyrometallurgical applications use a reduction media

such as carbon monoxide, hydrogen or coke [7].

The carbothermic method [8] requires a minimum

temperature of 800 �C and the partial pressure of zinc

vapor which remains below p = 0.014 bars. A full reduc-

tion of EAF dust with hydrogen at lower temperatures

produces both iron and zinc with double hydrogen

requirement, compared to the selective reduction that only

produces zinc [2]. The worldwide standard is thermal

reductive treatment in a Waelz process [9] enabling strong

destruction of the zinc ferrite whereby producing a slag

with very limited probability for use and high energy input.

In this work an alternative approach to the thermal

decomposition process of the spinel phase has been

investigated avoiding low kinetics as well as unselective,

slow, and costly reduction. It is the consequent follow up of

the monitor researching of Püllenberg [10] which has

already investigated the neutral leaching of thermally

decomposed iron–zinc concentrate at weak reductive

atmospheres (up to 10 % of CO).

In this paper, we present a completely new theoretical

concept to explain the detailed mechanism of the isother-

mal decomposition of Zinc–Iron-intermetallic phase (fer-

rite), as by-product from neutral leach residues, which, in

itself, is a very complex physico-chemical process. The

procedure contains the kinetic–statistical approach. The

kinetic display is based on the explanation of the process

from the standpoint of the theory of the nucleation and

growth of a new phase [11–14]. The statistical display is

based on the application of the Weibull probability model

[15–17], through the introduction of the specific distribu-

tion functions that can describe the behavior of the system

that has some degree of variability. This model has an

interesting potential for describing the decomposition

kinetics of the considered system, when the system is

subjected to the elevated temperatures under controlled

experimental conditions (the ‘‘failure’’ of the system after a

given time subjected to the operating temperature stress

conditions).

2 Experimental

2.1 Material Characterization

The zinc contained leach residue was obtained from former

company Ruhr-Zink, Datteln, Germany, with a moisture

content of 23 %. Before the experimental investigation, the

sample was dried at 120 �C overnight in order to eliminate

the moisture presence. The Rietveld X-ray diffraction

(XRD) analysis of an initial sample has shown the fol-

lowing chemical composition [in %]: 40.9 ZnFe2O4, 16.5

CaSO4, 6.4 MgSO4, 13.6 Zn2SiO4, 11.3 PbSO4, 4.4

KFe3(SO4)2(OH)6, and 6.9 related to the others com-

pounds. This phase change made materials more soluble

and suitable for the leaching process, which was reported in

[1]. The gaseous phases of PbO and SO2 were formed

during thermal decomposition and removed with nitrogen

as the carrier gas. At 1,150 �C, the chemical composition

of the final decomposed material amounted [in %]: 57.0

Fe3O4, 28.9 Ca2ZnSi2O7, 8.4 ZnO, 5.0 Mg2SiO6 and 0.7

ZnAl2O4. A scanning electron microscope (model ZEISS

DSM 982 Gemini) (SEM) was used for the characterization

of the obtained particles. The SEM images were used to

study the surface morphology.

2.2 Isothermal Measurements

After 15 min of heating the samples in order to eliminate

the contained moisture, these were used in the thermal

treatment experiments performed in the tube furnace. At

the fixed operating temperatures (T = 600, 750, 950,

1,150 �C), the four experiments were performed at each

operating temperature in the certain time intervals (15, 20,

25, 30, 35, 40, 45, 50, 55 and 60 min). The experiments

were repeated three times. After reaching the aimed tem-

perature, 1 g of the zinc contained leach residue was

inserted in a tubular furnace, under a constant nitrogen gas,

with a flow rate of u = 1 L min-1. After beginning of the

thermal treatment of dried sample at the fixed operating

temperature, the reaction time was measured by chro-

nometer (in digits form). After that, the specimen was

taken out from the furnace and placed in the exsiccator.

The weight results were noted as an average mass lost of

the specimen, in order to calculate the decomposition rate.

The conversion fraction (a) in the isothermal measure-

ment at the considered operating temperature T is calcu-

lated by the following equation:

630 Trans Indian Inst Met (2014) 67(5):629–650

123



a ¼
moð15Þ � mt

moð15Þ � mf

ð4Þ

where mo(15) is the initial mass of the sample [for time at

t = 15 min, after removing of any remaining moisture at a

given temperature (the time period from t = 0 min to

t = 15 min at each of the considered operating temperature

T, corresponds to time scale where the removal was done

for the possible residual moisture)], mt is the mass of the

sample at time t, and mf is the final constant mass of the

sample, after the establishment of the saturation (the sat-

uration involves reaching the conversion value of

a = 1.00). Thus, the conversion data are calculated for

completely dry samples at each of the observed tempera-

tures. The decomposition of zinc contained leach residue in

an inert atmosphere at every considered operating tem-

perature begins after the fifteenth minute.

3 Theoretical Background

3.1 Phase Transformation Kinetics

Most solid state transformations do not occur instanta-

neously because obstacles impede the course of the reac-

tion and make it dependent on time. For example, since

most transformations involve the formation of at least one

new phase that has a composition and/or crystal structure

different from that of the parent, some atomic rearrange-

ments via diffusion are required. A second impediment to

the formation of a new phase is the increase in energy

associated with the phase boundaries that are created

between parent and product phases. From a micro-struc-

tural standpoint, the first process to accompany a phase

transformation is nucleation—the formation of very small

(often submicroscopic) particles, or nuclei, of the new

phase, which are capable of growing. Favorable positions

for the formation of these nuclei are imperfection sites,

especially grain boundaries. The second stage is growth, in

which the nuclei increase in size. During this process, some

volume of the parent phase disappears. The transformation

reaches completion if growth of these new phase particles

is allowed to proceed until the equilibrium fraction is

attained.

As would be expected, the time dependence of the

transformation rate (which is often termed the kinetics of a

transformation) is an important consideration in the heat

treatment of materials. With many kinetic investigations,

the fraction of reaction that has occurred is measured as a

function of time, while the temperature is maintained

constant. Data are plotted as the fraction of transformed

material (a) versus the time (t) (the kinetic conversion

curves). The obtained curves represent the typical kinetic

behavior for most solid-state reactions. For special cases of

nucleation and growth, it is possible to derive the well-

known analytical description of transformation kinetics

according to Johnson–Mehl and Avrami (JMA) [11–14].

For solid-state transformations displaying the kinetic

behavior through a–t curves, the fraction of transformation

(a) is a function of time (t) as follows:

a ¼ 1� exp � KAtð Þn½ �; a 2 0; 1½ � ð5Þ

where KA and n represent the Avrami rate constant, and

the Avrami constant (or JMA exponent), respectively.

Equation (5) is often referred to as the Avrami equation

[12–14]. Usually, the Avrami rate constant KA is written

in the form of the composite Avrami rate constant kA (i.e.

kA = KA
n). It was shown that kA [the dimension of which is

given in (time)-n] is not only a function of temperature,

but also a function of the Avrami constant, n [18]. As a

result, use of KA should be more preferable than use of kA,

due to partly to the facts that it is independent of the

Avrami constant n and its dimension is given in (time)-1.

It should be noted that both kA (and hence KA) and n are

constants specific to a given crystalline morphology and

type of nucleation for a particular crystallization condition

[19] and that, based on the original assumptions of the

theory, the value of the Avrami constant n should be an

integer, ranging from 1 to 4. The value of KA and n can be

obtained from the linear relationship as ln[-ln(1 - a)] =

nlnKA ? nlnt [12–14]. By plotting ln[–ln(1–a)] against

lnt for different operating temperatures, the JMA plots can

be evaluated, in the case of a range (Da) where there is a

linearity of the data used.

The Avrami rate constant (KA) can be presented in the

form of the Arrhenius equation as:

KA ¼ k
1
n

A ¼ ko � exp � Ea

RT

� �
ð6Þ

where ko represents the pre-exponential factor [time-1], Ea

is the apparent or the effective activation energy [J mol-1],

R is the gas constant [J K-1 mol-1], and T is the absolute

temperature [K]. Temperature is one variable in a heat

treatment process that is subject to control, and it may have

a profound influence on the kinetics and thus on the rate of

the transformation. For most solid state reactions, and over

specific temperature ranges, the rate increases with

temperature according to the Eq. (6). Processes that

exhibit the temperature dependence of the rates through

the relationship presented by Eq. (6) are sometimes termed

as the thermally activated. The rate of the process

expressed through Eq. (5), can be obtained by

differentiating Eq. (5) in respect to time (t) and after

rearranging of some terms, we can finally get the

expression of the form:
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da
dt
¼ KA � f að Þ ¼ KA � n 1� að Þ � ln 1� að Þ½ �

ðn�1Þ
n

� k
1
n

A � n 1� að Þ � ln 1� að Þ½ �
n�1ð Þ

n ð7Þ

where f(a) is the differential form of the function of

reaction mechanism. The rate of the process expressed by

the differential kinetic equation [Eq. (7)] can be rearranged

and integrated as:

Za

0

da
f að Þ � g að Þ ¼ � ln 1� að Þ½ �

1
n¼ KA � t ¼ k

1
n

A � t: ð8Þ

In Eq. (8), g(a) is the integral form of the function of

reaction mechanism. By plotting linearly g(a) for several

conversion grade a observed experimentally, it is possible

to obtain KA for each operating temperature, which

represents the slope of the linear adjustment of g(a)

against time (t). The plot of calculated lnKA [: (1/n)�lnkA]

against 1/T according to the Arrhenius postulate (as

lnKA = (1/n)�lnkA = ln(ko) -Ea/RT) allow to deduce the

apparent activation energy (Ea) and the pre-exponential

factor (ko).

In the case of continuous nucleation, the nucleation rate

function I(t) (for quantifying nucleation rate I as a function

of time throughout the course of crystallization) can be

introduced as [20]:

I tð Þ ¼ Ic 1þ mð Þtm; ð9Þ

where Ic is the nucleation rate constant (a temperature-

dependent, but time-independent parameter, the dimension

of which is given in (number of nuclei/[sm?1 cm3)], and m

represents the nucleation index. In the considered case, the

Avrami constant can be presented in a more specific

mathematical definition as:

n ¼ d þ mþ 1 ð9aÞ

where d represents the geometric or dimensionality index

(e.g. d = 1 for rod, d = 2 for disc, and d = 3 for sphere).

According to Eq. (9a), the traditional sense of the Avrami

constant n in describing the dimensionality of the crystal

geometry is restored with the geometric or dimensionality

index d, but, more importantly, abnormality in the exper-

imental observation of the Avrami constant n (viz. frac-

tional values of n, or the values of n greater than four) can

now be theoretically explainable by the introduction of the

nucleation index m. The qualitative description of the

nucleation index m (for a fixed value of the geometric

index d) in describing the nucleation mechanism through-

out the course of the crystallization process can be

described in a few significant items: (i) m = -1: Nucle-

ation mechanism: Instantaneous; Nature of the nucleation

rate over crystallization time: Constant, (ii) -1 \ m \ 0:

Nucleation mechanism: Instantaneous and sporadic; Nature

of the nucleation rate over crystallization time: Gradually

decreasing with time and approaching a constant value at a

certain time, (iii) m = 0: Nucleation mechanism: Sporadic;

Nature of the nucleation rate over crystallization time:

Steadily increasing with time, (iv) 0 \ m \ 1: Nucleation

mechanism: Sporadic; Nature of the nucleation rate over

crystallization time: Increasing with time, (v) m [ 1:

Nucleation mechanism: Sporadic; Nature of the nucleation

rate over crystallization time: Increasing strongly with

time.

Strictly speaking, the JMA kinetic parameters (n, ko

and Ea) can only have certain values, pertaining to spe-

cific growth and nucleation models [21]. Mixtures of the

specific nucleation models are not considered in the ori-

ginal derivation of JMA kinetics. However, it can be

proven (by numerical procedure) for such mixtures of

nucleation models that, although the JMA description

does not hold exactly, a very good approximation to the

observed kinetics can still be given by the JMA

description according to Eqs. (5) and (6) [21]. Thus, also

intermediate values of the JMA kinetic parameters then

are possible [21]. Determined values for the effective

kinetic parameters can then be interpreted in terms of the

basic nucleation and growth models, recognizing the

interdependence of the JMA kinetic parameters. It has

been shown that the apparent (effective) activation energy

is given by the following weighted average of the acti-

vation energies of the involved nucleation and growth

processes as [21]:

Ea ¼
n� 1ð ÞEG þ EN

n
¼ d þ mð ÞEG þ EN

d þ mþ 1ð Þ ð10Þ

where EG and EN represent the activation energies for the

growth and nucleation. If Ea can be measured as function

of n (by variation of the nucleation index through the

numerical procedure), in that case Eq. (10) allows us to

determine the corresponding values of EG and EN,

separately.

The apparent (effective) activation energy values (Ea)

can be calculated at the different and constant values of

conversion fraction (or the fraction of transformation) (a),

combining Eqs. (6) and (8), and presenting them in loga-

rithmic form, so that we get [22]:

� ln tak;i
¼ ln

koð Þak;i

g ak;i

� �
" #

�
Ea;ak;i

RTi

: ð11Þ

Using data at which in different operating temperature

runs (Ti) the same value a = ak,i = const. was reached, the

linear relationship -lntak,i versus 1/Ti with a slope

proportional to Ea,ak,i could be established. This method

provides a check of invariance of Ea with respect to

conversion fraction, a.
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The local Avrami constant (nloc) is employed to have the

derivative of the Avrami plot against the fraction of

transformation, which efficiently gives the local value of n

with a [23]. The local Avrami constant is deduced by:

nloc � n að Þ ¼
o ln ln 1

1�að Þ

h in o
o ln tð Þ : ð12Þ

The value of local Avrami constant [n(a)] gives

information about the nucleation and growth behavior,

when the crystallized volume fraction is a.

Once the generalized Avrami constant is known (as

described above), we can then calculate the Avrami rate

constant KA from half-time analysis [24]. The half-time

(t0.50) is defined as the time required to achieving 50 % of

the maximum conversion during the isothermal experiment

[24]. The Avrami rate constant (KA) can be calculated

directly from the reciprocal half-time (t0.50
-1 ) according to

the following equation [25]:

KA ¼ ln 2ð Þ
1
n�t�1

0:50: ð13Þ

For the mechanism in which the Avrami constant

n [ 1.00, the rate approaches zero at the beginning of the

process (i.e. t ? 0), and when the process nears completion

(i.e. t ? ?). The maximum rate of the isothermal

transformation occurs at time tmax, which corresponds to

the inflection point of the a versus t curve, where the second

derivative of a(t;T) vanishes. Therefore, the tmax can be

calculated from the following equation [24, 26]:

tmax ¼
n� 1ð Þ
nkA

� �1
n

: ð14Þ

Since the half-time measurements provide a route to

calculate KA (as well as the composite Avrami rate

constant, kA), the relation that connects tmax and t0.50 can

be expressed in the form [24]:

tmax ¼
n� 1ð Þ
n ln 2

� �1
n

�t0:50: ð15Þ

The ratio tmax/t0.50 allows us to compare the differences

between t0.50 and tmax if they exist, for a given value of the

Avrami constant (n), evaluated at the considered operating

temperature.

One of the frequently applied tests to verify the appli-

cability of the JMA mechanism is based on the properties

of two special functions, which are labeled as Y(a) and Z(a)

functions [27, 28]. In isothermal conditions, however, the

magnitude KA [expressed through Eq. (6)] in Eq. (7) is

constant and the rate of the process (da/dt) is approxi-

mately equal to f(a) function, as:

Y að Þ ¼ da
dt

� �
� f að Þ ð16Þ

If the rate of the process at considered operating

temperature is plotted as a function of a its shape

corresponds to the f(a) function. It is convenient to

normalize the Y(a) plot within [0,1] interval. Combining

Eqs. (7) and (8), the other function Z(a) can be defined

as:

Z að Þ ¼ da
dt

� �
� t ¼ f að Þ � g að Þ ð17Þ

For practical reasons this function is normalized within

[0,1] interval. The Y(a) and Z(a) functions exhibit maxima

at am and ap
?, respectively. The maximum of the Y(a)

function for the JMA mechanism depends on the value of

the Avrami constant:

am ¼ 1� exp
1� nð Þ

n

� �
; for n [ 1:00; am

¼ 0; for n� 1:00: ð18Þ

The value of am is always lower than the maximum of

the Z(a) function, ap
?. The latter is a constant in the case of

the JMA mechanism, and amounts ap
? = 0.632.

This procedure can be used as the simple test of the

applicability of JMA theory of nucleation and growth

kinetics, in the case of the investigated decomposition

process. On the other hand, if the Y(a) function has a

maximum in the interval between 0 and ap (where ap

represents the conversion fraction, which corresponds to

the maximum value of differential rate conversion curves,

presented as da/dt versus t), i.e. for n [ 1.00, then the

Avrami constant (n) can be calculated from Eq. (18), but

now re-written in a somewhat different mathematical form,

as n = 1/[1 ? ln(1–am)].

3.2 The Weibull Probability Model

From the basic properties of Weibull standard probability

model [15–17], we can infer that the Weibull distribution

represents the specific distribution that can describes the

behavior of systems (or events) that have some ‘‘degree of

variability’’. The term ‘‘degree of variability’’ in the case

of chemical systems, would apply to such reaction systems

which provide real structural variations of the chemical

entities during exposure to the thermal stress conditions,

under various heating programs. This model has an inter-

esting potential for describing the decomposition kinetics

of the investigated system, when the system is subjected to

heating in a controlled temperature gradient (the failure of

the system after a given time subjected to the temperature

stress conditions).

In isothermal experimental conditions, if the sample is

heated up to the desired operating temperature (T), the

fraction of transformation (a) can be considered as the

probability of the realization of decomposition process of
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interest [F(t)] at the particular operating temperature Tl

(l = 1,2,…,p), so this probability under the isothermal

schedule takes the form of the two-parameter Weibull

distribution function [15, 16], as:

F tð Þ � a tð Þ ¼ 1� exp � t

g

� �b
" #

; ð19Þ

where t is the time and represents the random variable, for

T = const., g is the scale parameter (a change in g
parameter, has the same effect of stretching out the prob-

ability function; the larger the scale parameter, the more

spread out the distribution), b is the shape parameter

(different values of b can have marked effects on the

behavior of the distribution and determines its shape).

Equation (19) represents the standard Weibull probability

model, according to classification by Murthy et al. [17].

Based on the known characteristics [17], the Weibull dis-

tribution should be a very versatile and desirable model,

which easily fits many experimental data sets requiring a

sigmoid shape. If we have a kinetic curve that is sym-

metrical on each side of the inflection point, then in that

case, the Weibull distribution is not acceptable for mod-

eling situations.

If we compare the Eqs. (5) (Avrami equation) and (19),

we can confirm the validity of the following equalities

between the JMA model parameters and the parameters of

the standard Weibull model:

n ¼ b ð20Þ

and

KA ¼ g�
1
b ) kA ¼

1

g
; ð21Þ

which implies that the Avrami constant (n) is equal to the

shape parameter (b), and the composite Avrami rate con-

stant kA is equal to the reciprocal value of the scale

parameter (kA = g-1).

Differentiating Eq. (19) by time (t), we can obtain the

corresponding rate function [pdf probability density func-

tion (the rate of process at T = const.)] in isothermal

conditions, as:

daðtÞ
dt
¼ b

g
t

g

� �b�1

� exp � t

g

� �b
" #

ð22Þ

Comparing Eq. (22) with Eq. (7), we have the following

correlations:

Kn
A � K

b
A ¼ g�

1
b

� 	b
¼ g�1 with n � bð Þ; ð23Þ

1� að Þ ¼ 1� F tð Þ � exp � t

g

� �b
" #

¼ S tð Þ; ð24Þ

where the remaining fraction of decomposed material

[(1-a)] corresponds to the survival function [S(t)] of the

two-parameter Weibull distribution in isothermal conditions,

which gives the probability that given process still exists at

duration t, or more generally, the probability that the process

of interest has not occured by duration t. The survival

function is often used in failure time analysis [29, 30]. One

the use of the survival function is to predict quantiles of the

survival time. For example, the median survival time [des-

ignated by t50, which corresponds to the half-time (t0.50)]

may be of interest (the median may be preferable to the

mean as a measure of centrality if the data are highly

skewed), so that we can calculate t50 as the solution to

S(t) = 1–0.50 = 0.50 (expressed in %). Likewise, the time

by which 90 % of investigated material will have failed (t90)

is given by the solution to S(t) = 1–0.90 = 0.10.

The third term of the right-hand side of Eq. (7) corre-

sponds to the following term in the rate function equation:

� ln 1� að Þ½ �
n�1ð Þ

n � t

g

� �b
" # b�1ð Þ

b

¼ t

g

� �b�1

ð25Þ

The term (b/g)�(t/g)b-1 [Eqs. (22), (23) and (25)]

represents the hazard function H(t) [31]. The connection

between the hazard and survival functions is given by

following equation:

H tð Þ ¼ daðtÞ=dtð Þ
S tð Þ ¼ daðtÞ=dtð Þ

1� F tð Þ ¼ �
o

ot
ln 1� F tð Þ½ �

¼ � o

ot
ln S tð Þ½ �: ð26Þ

Therefore,

S tð Þ ¼ exp �H� tð Þ½ �; ð27Þ

where

H� tð Þ ¼
Z t

0

H tð Þdt: ð28Þ

The function H*(t) is called the cumulative hazard

function or the integrated hazard function.

The Weibull probability plots (WPP) allow us to cal-

culate the distribution parameters b and g [32]. Taking

logarithms twice of both sides of each of the two-parameter

Weibull distribution function in Eq. (19) yields:

ln � lnð1� FðtÞÞ½ � ¼ b ln
1

g

� �
þ b ln t: ð29Þ

Let Y = ln[-ln(1-F(t))] and X = lnt. Then we have

Y = bln(1/g) ? bX. The plot is now on a linear scale.

From the slope of obtained straight line, the shape

parameter (b) can be calculated. Then, from intercept,
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and for known value of b, we can calculate the value of the

scale parameter (g), at T = const.

3.2.1 Reactivity Distribution

Reactivity distributions for the complex systems are often

characterized by distribution of the apparent activation

energies. The characteristic of a reactivity distribution is

that the reaction profile [33] is broader than that of a first-

order reaction derived from the shift of any measure of

constant conversion versus time/temperature or the heating

rate [34]. A diagnostic of inappropriate kinetic analysis

common in the published literature is that the low apparent

activation energy will be derived from a single thermo-

analytical (TA) experiment having a broad reaction profile.

However, the Weibull distribution is one of three apparent

activation energy distribution models [34, 35] which has

been identified that could overcome this problem. In the

case of nucleation and growth model, the fraction decom-

posed can be expressed by the reactivity distribution in the

following form:

a ¼ 1�
Z1

0

exp � ko � exp � Ea

RT

� �� �b
" #

� tb
( )

	f Eað ÞdEa for n ¼ bð Þ;

ð30Þ

where f(Ea) represents the density distribution function of

the apparent activation energies (Ea), where

standardization condition is valid, and can be expressed

in the form [36]:

Z1

0

f Eað ÞdEa ¼ 1: ð31aÞ

The function f(Ea) is the two-parameter density Weibull

distribution function, which is given in the form:

f Eað Þ ¼
bEa

gEa

Ea

gEa

� �bEa
�1

� exp � Ea

gEa

� �bEa

" #
; ð32Þ

where bEa
[dimensionless] and gEa

[kJ mol-1] represent the

shape and scale (width) distribution parameters, correlated

to the apparent (effective) activation energy (Ea), as the

random variable.

The mean apparent activation energy (l : Eao) (first

moment) can be defined by [34]:

l � Eao ¼ gEa
� C 1

bEa

þ 1

� �
; ð33Þ

where C(�) is the Gamma function and adequate equation in

Abramowitz and Stegun Mathematical handbook [37] was

used to evaluate Gamma function as a function of bEa
.

The values of distribution parameters, bEa
and gEa

can

be found from conversion-dependency of the apparent

(effective) activation energy in the form of two-parameter

Weibull probability function:

a Eað Þ � F Eað Þ ¼ 1� exp � Ea

gEa

� �bEa

" #
; ð34Þ

and taking logarithms twice of both sides of each of the

probability function in Eq. (34) we have:

ln � lnð1� aðEaÞÞ½ � ¼ bEa
� ln 1

gEa

� �
þ bEa

� ln Ea ð35Þ

Scale parameter (gEa
) and shape parameter (bEa

) can be

calculated from the intercept (:bEa
�ln(1/gEa

)) and the

slope (:bEa
) of the obtained straight line. Based on

calculated values of the parameters bEa
and gEa

, the

corresponding reactivity distribution for investigated

process can be evaluated.

4 Results and Discussions

4.1 Analysis of Experimentally Obtained Integral

and Differential Kinetic Curves

The experimentally obtained isothermal conversion (a–t)

curves for the decomposition process of Zinc–Iron-inter-

metallic phase (‘‘iron–zinc concentrate’’), at the operating

temperatures of 600 �C, 750 �C, 950 �C and 1,150 �C in

an inert atmosphere are presented in Fig. 1.

Fig. 1 The experimentally obtained conversion (a–t) curves for

Zinc–Iron-intermetallic phase decomposition process, at the different

operating temperatures (600 �C, 750 �C, 950 �C and 1,150 �C) in an

inert atmosphere (curves are presented in B-spline graphic

configurations)
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The rate of decomposition increases with an increase in

operating temperature, and at T = 1,150 �C, approximately

100 % of considered transformation is achieved in less than

35 min. In that case, the decomposition process in an inert

atmosphere should be performed at the operating tempera-

tures of T C 600 �C to investigate the whole decomposition

process, within a reasonable reaction time period.

The experimental differential conversion (da/dt–t)

curves obtained at the different operating temperatures

(600 �C, 750 �C, 950 �C and 1,150 �C) for the investigated

decomposition process are shown in Fig. 2.

Figure 2 shows that all da/dt versus t curves exhibit the

maximum decomposition rate ((da/dt)max) at value tmax[0.

The increase in operating temperature leads to a narrowing

of the reaction profiles on considered curves (Fig. 2).

Table 1 shows the values of (da/dt)max, (da/dt)max/2 (the

rate corresponding to half the maximum value), tm/2

0
(the

time on the descent of the corresponding da/dt versus

t curve) and tmax [the time which corresponds to a value of

(da/dt)max] for the differential conversion curves in Fig. 2.

It can be seen from Table 1 that the values of (da/dt)max

and (da/dt)max/2 increase with increasing in operating tem-

perature, while the values of tm/2
* and tmax decrease with

increasing of T from 600 �C to 1,150 �C, which directly

indicates the narrowing of the reaction profile. The presented

rate-time features of differential conversion curves are useful

for the basic classification of kinetic models. Thus, the above

results are designated on the sigmoid group of kinetic

(nucleation and growth) models, such as JMA (Johnson–

Mehl–Avrami), SB (Šesták-Berggren), or PT (Prout-

Tompkins) models (this group of models has (da/dt) =

(da/dt)max at t = tmax [ 0) [38]. For the mentioned models,

the rate-time profiles show the characteristic bell-shaped

feature, where the peak maximum is shifted to the shorter

values of reaction time, with increasing values of the

experimental parameter, such as the operating temperature,

under isothermal conditions [38]. This behaviour manifests

all da/dt–t curves presented in Fig. 2. These properties are

often present in complex processes that may have the reac-

tion step/steps with an autocatalytic type of kinetic mecha-

nism. However, it should be noted, that the above-mentioned

results are only preliminary kinetic analysis. Therefore, this

case requires further, a more detailed study.

4.2 Isoconversional Analysis

The fundamental assumption of the isothermal isoconver-

sional methods is that a single rate equation is applicable

only to a single extent of conversion and to the time region

(Dt) related to this conversion. In other words, the iso-

conversional methods describe the kinetics of the process

by using the multiple single rate (or single-step) kinetic

equations, each of which is associated with a certain extent

of conversion. With regard to this advantage, the isocon-

versional methods allow complex (i.e., multi-step) pro-

cesses to be detected via a variation of the apparent

(effective) activation energy (Ea) with a conversion, a.

Conversely, independence of Ea on a is a sign of a single-

step process. The apparent activation energy-conversion

correlation, usually corresponds to the change of the

reaction mechanisms; it may reflect relative contributions

of the parallel reaction channels to the overall kinetics of

the process.

Figure 3 shows the dependence of Ea on a evaluated by

application of Eq. (11), for the isothermal decomposition

process of Zinc–Iron-intermetallic phase (ferrite), using the

different operating temperatures.

As shown in Fig. 3, the dependence Ea = Ea(a) exhibits

a progressive increase in Ea values, in the whole range of

the considered conversion (a) values (0.05 B a B 0.95).

Fig. 2 The experimentally obtained differential conversion (da/dt–t)

curves for Zinc–Iron-intermetallic phase decomposition process, at

the different operating temperatures (600 �C, 750 �C, 950 �C and

1,150 �C)

Table 1 The rate-time characteristics (da/dt)max, (da/dt)max/2,

tm/2

0
and tmax for the differential conversion curves (da/dt–t) of the

isothermal decomposition of zinc–iron-intermetallic phase, at the

different operating temperatures (600 �C, 750 �C, 950 �C and

1,150 �C) (the differential conversion curves were derived on the

basis of numerical differentiation of experimental a–t curves, so that

during the formation of da/dt–t curves, the errors which arise from the

background noise were included)

T (�C) (da/dt)max

(min-1)

(da/dt)max/2

(min-1)

tm/2

0

(min)

tmax

(min)

600 0.04433 0.02217 36.595 20.909

750 0.06019 0.03009 31.470 19.545

950 0.07307 0.03654 28.683 18.636

1,150 0.08371 0.04186 27.167 16.818
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This behaviour of Ea values with a is the characteristic for

the processes involving parallel competing reactions [39].

It can be seen from Fig. 3, that the apparent activation

energy varies in the range of 0.5–7.7 kJ mol-1, so that on

the basis of the shape of Ea-a curve, we can conclude that

the investigated decomposition process takes place through

the parallel competing reactions, which have different

contributions to the overall process [40]. If we assume that

the decomposition process of such a complex system could

take place through the model of nucleation and growth of

new phases, the above illustrated variations of Ea on a
could indicate on the alternated behaviour of the Avrami

constant (n), starting from the lower range of the operating

temperatures (DT = 600–750 �C) to a higher range of the

operating temperatures (DT = 950–1,150 �C). This

behaviour of the Avrami constant can change the spatial

dimensionality of the resulting products of investigated

process.

4.3 Double Logarithmic (‘Ln–Ln’) Plot Analysis

The values of KA and n were calculated from the linear

relationship ln[-ln(1-a)] against lnt at the different

operating temperatures (600 �C, 750 �C, 950 �C and

1,150 �C). The data for 0.15 B Da B 0.95 are almost

located on straight lines (not shown). The values of inter-

cepts of the obtained straight lines (nlnKA), the logarithmic

values of KA (lnKA), the values of KA, as well as the values

of the Avrami constant (n), are listed in Table 2.

It can be seen from Table 2, that the good linearity

(R2 [ 0.98500) indicates that it is valid to illustrate the

investigated decomposition process by the Avrami equa-

tion [Eq. (5)]. Also, it can be observed that the values of the

Avrami rate constant (KA) increased as the operating

temperature increased, which directly suggests the fol-

lowing facts: the higher operating temperature, the faster

the decomposition process, which is in good agreement

with the general rule of chemical reactions.

The values of the Avrami constant (n), describing the

isothermal decomposition, depend on the operating tem-

perature for considered ferrite system (Table 2). At the

lowest operating temperature (600 �C), the n value is very

close to n = 3.00 [*2.96 (Table 2)], while at a higher

operating temperature (750 �C), the n value increases to

around n = 4.00 [*3.78 (Table 2)]. However, at the

highest operating temperatures (including here the operat-

ing temperatures of 950 and 1,150 �C), the n values

exceeding n = 4.00, which achieves the highest value of

n = 4.74 at 1,150 �C (Table 2). Normally, n should not

exceed 4 (i.e. the value for three-dimensional bulk nucle-

ation). In the latter case, it can be assumed that the surface

induced abnormal grain growth expected for Fe crystalli-

zation compounds [41] is responsible for the high value of

n for advanced crystallization at high operating tempera-

tures (T C 950 �C).

As we have known, the Avrami constant provides

qualitative information on the nature of the nucleation and

the growth processes in the overall crystallization, and may

be changed. This fact of change in n (Table 2) may imply

that a change occurs in the decomposition mechanism,

during the transition from a lower to a very high value area

of the operating temperatures.

In the case of operating temperature of 600 �C, for

which we have the value of n = 2.96 (&3.00) (Table 2),

we can expect that the two-dimensional (2D) crystalliza-

tion mechanism with a disc growth exists. The Avrami

Fig. 3 The dependence of the apparent activation energy (Ea) on the

fraction of transformation (a), evaluated by application of Eq. (11),

for Zinc–Iron-intermetallic phase decomposition process

Table 2 Values of nlnKA, lnKA, KA and n calculated from the linear dependence of ln[-ln(1-a)] against lnt at different operating temperatures

(600, 750, 950, 1,150 �C) in considered conversion ranges (Da), for Zinc–Iron-intermetallic phase decomposition process

T (�C) Conversion range, Da (-) nlnKA lnKA, KA (min-1) KA (min-1) n R2a

600 0.15–0.95 -10.09495 -3.41046 0.03303 2.96 ± 0.03 0.99165

750 0.15–0.95 -12.32582 -3.26080 0.03836 3.78 ± 0.05 0.99210

950 0.15–0.95 -13.75917 -3.18499 0.04138 4.32 ± 0.07 0.99198

1,150 0.15–0.95 -14.94514 -3.15298 0.04272 4.74 ± 0.09 0.98775

a Adj. R2
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constant of n = 3.00 implies that the main crystallization

mechanism is interface-controlled three-dimensional iso-

tropic growth and early nucleation-site saturation. At the

elevated operating temperature of 750 �C, where the value

of n = 3.78 was identified, the investigated process pro-

ceeds through the three-dimensional (3D) crystallization

mechanism, with a sphere morphological units [42]. In fact,

the transformation for which 3 \ n \ 4 (Table 2) is con-

sidered to imply that the process is interface-controlled

with a decreasing nucleation rate [42]. On the other hand,

an increasing nucleation rate with time can result in the

value of n [ 4 [43], as can be clearly seen for our inves-

tigated system at operating temperatures of 950 and

1,150 �C (Table 2).

4.4 The Dimensionality and Nucleation Index

Analyses

Based on the obtained values of n, the corresponding val-

ues of dimensionality and nucleation index were estimated,

by application of Eq. (9a). For investigated decomposition

process, the values of d and m, together with a qualitative

description of crystallization phenomena at the different

operating temperatures, are listed in Table 3.

From Table 3 we can see that an increase in operating

temperature leads to changes in the dimensionality (d) and

the nucleation index (m) values, where apparently there is a

change in the nucleation mechanism, as well as in the

nucleation rate behavior. This is also reflected through the

character of the nucleation index (m), which maintains a

zero value and the negative value at the operating tem-

peratures of 600 �C and 750 �C, and then becomes positive

above 750 �C. It should be noted that the operating tem-

perature range, which is responsible for this change in the

crystallization mechanism, is located above the value of

750 �C (T [ 750 �C). Based on the average values of d and

m (Table 3), we can conclude that the dominant crystalli-

zation mechanism (over the entire observed T range) is the

sporadic nucleation with a three-dimensional (3D) sphere

growth of new phases.

Table 4 shows the relationships between EG and EN in

the apparent (effective) activation energy for the decom-

position process of Zinc–Iron-intermetallic phase, at the

different operating temperatures (600 �C, 750 �C, 950 �C

and 1,150 �C). The same table also shows the overall

(averaged) relation for the effective activation energy with

the corresponding contributions of the activation energies

for the growth and nucleation processes, respectively.

It can be observed from Table 4, that on all operation

temperatures, the contributions of EG and EN to the

apparent (effective) activation energy (Ea) of the investi-

gated process, are exactly the fractional. It can be seen that

an increase in operating temperature causes an increase in

fractional values of EG, while at the same time there is a

decrease in fractional values of EN. This behavior of EG

and EN in Ea for the overall investigated process, may

indicate secondary nucleation and growth processes,

especially at the lower super-saturation (this state can

occurs in the presence of a foreign substrate, which can

lead to a decline in the surface free energy (r), and

therefore lead to a reduction of r* (critical nuclei radius)

and DG* (the Gibbs free energy of formation of a nucleus

of critical size) values [44], making nucleation more

favorable). We can assume that in our case, the probability

for the occurrence of this phenomenon increases with

increasing of the operating temperature (Table 4).

However, the average relationship in the form of

Ea = (3/4)�EG ? (1/4)�EN (Table 4) corresponds to 3D

bulk nucleation and growth, where the crystals nucleate

continuously at a constant rate I throughout the transfor-

mation and the crystals grow as spheres at a growth rate U,

Table 3 The dimensionality and nucleation indexes (d and m) with a qualitative description of crystallization phenomena identified for the

isothermal decomposition process of Zinc–Iron-intermetallic phase, at the operating temperatures of 600 �C, 750 �C, 950 �C and 1,150 �C

T (�C) d m d ? m Nucleation mechanism The nucleation rate over crystallization time

600 1.96 0 1.96 Sporadic (disc) Steadily increasing with time

750 3.00 -0.22 2.78 Instantaneous and sporadic (sphere) Gradually decreasing with time and approaching a constant value

950 3.00 0.32 3.32 Sporadic (sphere) Increasing with time

1,150 3.00 0.74 3.74 Sporadic (sphere) Increasing with time

Average 2.74 0.21 2.95 Sporadic (sphere) Increasing with time

Table 4 The specific relationships between EG and EN contributions

to the apparent (effective) activation energy for Zinc–Iron-interme-

tallic phase decomposition process, at the different operating tem-

peratures (600 �C, 750 �C, 950 �C and 1,150 �C) [Relationships are

derived on basis of Eq. (10)]

T (�C) Effective activation energy for crystallization,

Ea (kJ mol-1)a

600 (2/3)�EG ? (1/3)�EN

750 (14/19)�EG ? (5/19)�EN

950 (10/13)�EG ? (3/13)�EN

1,150 (15/19)�EG ? (4/19)�EN

Average (3/4)�EG ? (1/4)�EN

a The relationships were most closely calculated, since the

(d ? m ? 1) are non-integers
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with the Avrami constant n = 4. In that case, the com-

posite Avrami rate constant (kA) can be expressed as [45]:

kA ¼ d � Cd � I � Ud � B mþ 2; dð Þ
¼ 3 � C3 � I � U3 � B mþ 2; dð Þ ð36Þ

where d is the geometric index (d = 3 for spheres) and Cd

is the shape factor (C3 = 4p/3). The function B(m ? 2,d)

represent the so-called B-function in the form:

B mþ 2; dð Þ ¼
Z1

0

qmþ2�1 1� qð Þd�1
dq; ð37Þ

which has a definite value for a given crystallization pro-

cess and can be solved through numerical integration. If we

consider the averaged results which are presented in

Tables 3 and 4, we will have the following values of

crystallization parameters: d = 3, C3 = (4p/3), and m & 0

(the value of m = 0.21 (Table 3) is approximated by zero,

m ? 0, in order to estimates the finite value of B-function).

In this case, the B-function has the form B(2,3) =

1/(d ? 1)d = 1/12 [45].

For the considered case, the composite Avrami rate

constant will take the following form:

kA ¼
p
3
� I � U3: ð38Þ

More generally, Eq. (38) refers to the case where the

present a pre-determined nucleation of growth centers

followed by a three-dimensional growth of the crystallites.

Considering the Avrami equation [Eq. (5)], the fraction

of transformation (a) for the overall process (keeping in

mind averaged values of crystallization parameters) can be

expressed in the form:

a ¼ 1� exp � p
3
� I � U3 � t4

h i
: ð39Þ

At this point, it should be noted, that the composite

Avrami rate constant shown in Eq. (38) relates to the

Avrami rate constant (KA) shown in Eq. (5), according to

the main relationship kA = KA
n .

4.5 Analysis of the Behavior of the Local Avrami

Constant [n(a)]

Fig. 4 shows the local Avrami constant [n(a)] values as a

function of a, for Zinc–Iron-intermetallic phase decom-

position, at the different operating temperatures. The local

Avrami constant is not considered for a fraction of trans-

formation lower than 0.05 (5 %) or higher than 0.95 (95 %)

because of large error.

For investigated process at 600 �C, the value of n(a)

decreases (from very high values that n(a) = 10.32) with

the fraction of transformation between 0.05 (5 %) and 0.70

(70 %), and stabilizes after the fraction of transformation

exceeds 0.70 (70 %). This behavior indicates that the

crystallization process is mainly governed by two-dimen-

sional growth [20], where the high value of n(a) at the

initial stage indicates, that the nucleation and consequently

growth (in two dimensions) process begins (thereby caus-

ing that n(a) has a fairly high value). With the progress of

crystallization, the n(a) decreases and approaches the value

of approximately n(a) = 3.00 (the value of n(a) in a

steady-state condition is marked with a blue nsteady = 2.60

in Fig. 4). Decreases of n(a) values shows decrease of the

increasing rate of nucleation, which may be attributed to

the nucleation saturation. In this stage, two-dimensional

growth of crystalline nuclei dominates, and the value of

local Avrami constant tends to 3.00 [46]. According to

theory of solid-state kinetics, if nucleation sites are small

enough, the controlling mechanism must be the interface

reaction because of the limited area of the interface, and

because the distance over which the diffusion is necessary

tends to zero [47]. However, when particles grow suffi-

ciently, diffusion becomes the limiting factor. The inter-

face-controlled growth model, in steady-state conditions

gives the Avrami constant equal to 3.00. At the higher

operating temperatures, above 600 �C, the variation of n(a)

values with the fraction of transformation (a) in the initial

stage, has the same form as the variation of n(a) values at

T = 600 �C. However, in these cases, the local Avrami

constant reaches the steady-state for the value, which is

higher than n = 3.00 (Fig. 4). At the operating temperature

of 750 �C, between 0.55 (55 %) and 0.90 (90 %), the n(a)

is totally stabilized with the value of nsteady = 3.40 (the

value of n(a) in a steady-state condition is marked with a

Fig. 4 Relationship between the local Avrami constant [n(a)] and the

fraction of transformation (a), for Zinc–Iron-intermetallic phase

decomposition process, at the different operating temperatures (steady

state values are designated by nsteady)
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orange nsteady = 3.40 in Fig. 4). Taking into account the

obtained result, we can say that as the crystallization pro-

ceeds, the value of n increases (compared to the value of

n at the operating temperature of 600 �C) and tends to an

average value of about 3.40, indicating that a three-

dimensional nucleation and growth process becomes

dominating, of which the theoretical value of n should be

within 3.00–4.00 [20]. We suggest that in this stage of

transformation, three-dimensional nucleation and growth

of the spherical crystallites inside the bulk of the sample

might be occurring.

At the operating temperatures of 950 and 1,150 �C, for

the range of the fraction of transformation between 0.60

(60 %) and 0.90 (90 %), the n(a) values almost coincide in

a single value of nsteady = 3.97 (&4.00) (the value of n(a)

in a steady-state condition is marked with a red

nsteady = 3.97 in Fig. 4). The value of n = 4.00 means that

the investigated transformation occurs in a three-dimen-

sional mode with a constant nucleation rate and a constant

growth rate [20]. As a general conclusion that can be

expressed on the basis of changes in n(a) values with

increasing of a, is that the nucleation rate is maximum in

the initial stage of the process, and then nucleation rate

decreases rapidly followed by growth of the product/pro-

ducts particles.

It should be noted, that the deviations of n from the value

of n = 4.00 (in terms of his overcoming) may be explained

by a non-constant density of the growing crystals, at the

higher operating temperatures. Namely, the ‘‘primary’’

(Avrami) and ‘‘secondary’’ (post Avrami) crystallization

processes occurring in the sample may be described by the

growth and subsequent relaxation of the crystalline regions,

leading to a variable density within the sample.

4.6 The Correlation Between the Avrami Constant

and the Effective Activation Energy Profile

In addition, based on Eq. (10), the values of the Avrami

constant n and the effective activation energies can be

plotted in one graph as shown in Fig. 5.

The effective activation energy (Ea) for a wide range of

d and m modes with Arrhenius temperature dependence

can be expressed by Eq. (10). From Fig. 5 we can see that

the calculated values of Ea [Eq. (10)] decreases with the

obtained values of n, showing a rising trend. In the variable

range of the Avrami constant n, where extends from 2.90 to

4.63, the Ea value decreases up to extremely low value

equal to 0.8 kJ mol-1. It can be observed three regions

(Region I, II and III; Fig. 5) with characteristic changes in

Ea and n values. Namely, in the Region I which corre-

sponds to the variation of n values in the range of

2.90–3.38 (in this case we can expect that in this region

there is likely the growth of pre-existing nuclei proceeds

parallel with the nucleation process), there appears the

change in the values of Ea from 8 to 6 kJ mol-1. Region I

belongs to the lower operating temperature region for

T = 600 �C (Fig. 5). In the Region II, which corresponds

to the medium operating temperature region (for

T = 750 �C), we have a change of n values in the range of

3.38–4.00 (in this case we can expect that the crystalliza-

tion proceeds through thermal nucleation and three-

dimensional spherical growth; since in this region the

value of n goes to n = 4.00 (Fig. 5), this means that the

crystallization mechanism is spherule growth from spo-

radic nucleation, with a reduced nucleation rate [48]),

where the change in the values of Ea from 6 to

3.7 kJ mol-1 exists. Finally, in the Region III, belonging to

the higher operating temperature region (for T = 950 and

1,150 �C; Fig. 5), the Avrami constant exceeds the value of

n = 4.00, so that changes in the range of 4.07–4.63, and

this change in n, corresponding to the changes in the value

of Ea from 3.3 to 0.8 kJ mol-1. In the considered region

(for Region III in Fig. 5), we suggest the following

mechanistic interpretation of the decomposition process at

very high temperatures (T [ 950 �C): Having in mind that

the value of n in a given region varies over n = 4.00 (when

n exceeds 4.00), the crystallization of probably pre-

sented » amorphous « phase (which is formed on the

observed operating temperatures) should take place in the

autocatalytic stage of the crystallization process, under the

conditions where the rate of nucleation rapidly increases.

The full red line in the Fig. 5 represents the fit curve of

Eq. (10), where the values of EN and EG can be calculated.

Applying the averaging procedure, the following values were

Fig. 5 The effective activation energy (Ea) versus the Avrami

constant (n). The full red line in the same figure represents the fit

curve of Eq. (10), which was calculated using the averaging

procedure. The corresponding reaction regions (designated by I, II

and III) are also presented
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found: \EN[ = 3.9 kJ mol-1 and \EG[ = 4.4 kJ mol-1,

for the activation energies of the nucleation and growth,

respectively.

Based on these results, we can conclude that the extremely

low value of Ea at the beginning of the decomposition pro-

cess (at low values of a and for n [ 4.00) (Figs. 3, 5) is due to

the very low effective activation energy needed for the pri-

mary crystallites nucleating from the zinc ferrite matrix. In

addition, this fact can be confirmed by a significant lowering

of the energy barrier for nucleation [which is reflected in the

small values of EN (\ EN [ = 3.9 kJ mol-1)], compared to

the same for the growth (\ EG [ = 4.4 kJ mol-1). The high

nucleation rate can be attributed to the formation of both Zn

and Fe rich regions which provide a high number of heter-

ogeneous nucleation sites, especially for the crystallization

process at high operating temperatures.

4.7 Validation of Reaction Mechanism

In order to test the validity of JMA theory to explain the

investigated decomposition process, the two special func-

tions, Y(a) and Z(a), were applied. The functions Y(a) and

Z(a) were obtained from the isothermal experimental (da/

dt) data, using Eqs. (16)–(17), and they are shown in Fig. 6.

The shape of Z(a) functions are practically invariant

with respect to the operating temperature. On the other

hand, the shape of Y(a) functions shows the variation with

an operating temperature, where the variation is more

manifested at the lower values of conversion (a \0.45)

(Fig. 6). Since, the Z(a) function does not show the vari-

ation with operating temperature, this means that the ana-

lytical form of the function of reaction mechanism does not

change in the observed range of the operating tempera-

tures (600 B T B 1,150 �C) (in the above presented

results, we have assumed that the entire decomposition

process occurs by the crystallization mechanism in the

framework of the JMA model).

However, the variation of Y(a) function with an oper-

ating temperature indicates that the process is not simple,

but that the investigated decomposition corresponds to a

complicated process (which may includes parallel or con-

secutive processes). Each of these processes can be char-

acterized by continuous variation in the values of the

Avrami constant in different operating temperature regions.

This is confirmed by the variation of the local Avrami

constant and the effective activation energy values, with a

conversion, a.

The maximum of the Z(a) function is located at

ap
? & 0.632, and, therefore, the curves in Fig. 6 evidently

correspond to the JMA kinetic model. This is confirmed

also by the shape of the Y(a) function, which exhibits a

maximum (am) below ap
?. Table 5 lists the values of am

and ap
? at the different operating temperatures.

From Table 5, we can see that the value of am increases

with an increasing of the operating temperature, while the

values of ap
? clearly indicate on the presence of the JMA

kinetic model. The values of the Avrami constant (n) at the

different operating temperatures are also calculated. These

results are also shown in Table 5. It can be observed that

the values of the Avrami constant are in excellent agree-

ment with the values of the Avrami constant, presented

in Table 2 (which are calculated from the dependence of

ln[-ln(1-a)] against lnt).

To check the validity of the obtained values for KA

(Table 2) and the JMA kinetic model with the appropriate

values of n, the kinetic method based on the Eq. (8)

was applied. Figure 7 shows the linear dependence of

[-ln(1-a)]1/n against t, for n = 2.96, 3.78, 4.32 and 4.74 at

T = 600, 750, 950, and 1,150 �C, in the case of the decom-

position process of zinc ferrite from neutral leach residues.

Based on the obtained super-correlations in linear plots

(R2 = 1) at all operating temperatures, from the slopes of

the straight lines (Fig. 7), the corresponding values of KA

were calculated. The obtained values for KA are presented

in Table 5. It may be noted that these values (Table 5) are

Fig. 6 Normalized Y(a) and Z(a) functions [0,1], for Zinc–Iron-

intermetallic phase decomposition process, at the different operating

temperatures (600 �C, 750 �C, 950 �C and 1,150 �C)

Table 5 Values of am and ap
? for the normalized Y(a) and Z(a)

functions [0,1], as well as the values of the Avrami constant (n) for

Zinc–Iron-intermetallic phase decomposition process, at the different

operating temperatures (600 �C, 750 �C, 950 �C and 1,150 �C); The

values of the Avrami rate constant (KA) calculated by Eq. (8) are also

given

T (�C) am ap
? n KA (min-1)a

600 0.484 0.638 2.96 0.03303

750 0.521 0.623 3.79 0.03836

950 0.536 0.627 4.31 0.04137

1,150 0.546 0.649 4.75 0.04272

a Equation (8)
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fully consistent with the values of KA calculated on the

basis of dependency ln[-ln(1-a)] versus lnt (Table 2).

From the Arrhenius dependence ln(KA) as a function of

1/T, the corresponding values for the overall apparent acti-

vation energy (Ea) and the overall pre-exponential factor (ko)

can be calculated, from the slope and the intercept of the

obtained straight line, respectively. For the presentation of

the term ln(KA), the values of lnKA from Table 2 were used.

The following values of Ea and ko were obtained:

Ea = 4.8 ± 1.9 kJ mol-1 and ko = 0.0656 min-1. The

estimated value of Ea corresponds to the approximate value

of Ea = 4.9 kJ mol-1 at a = 0.65 in Fig. 3. The calculated

value of Ea is higher than the corresponding average values

for EN and EG. The value of Ea can be calculated from the

half-time (t0.50) values, and the derived value can then be

compared with the value obtained on the basis of the direct

Arrhenius dependence. Significant features of the investi-

gated process, which are based on the behavior of t0.50 and

tmax magnitudes, will be discussed in the next subsection.

4.8 Consideration of Behavior of t0.50 and tmax Terms

for Zinc–Iron-Intermetallic Phase Decomposition

Half-time analysis and linear least squares analysis should

yield consistent results and allow one to quantify isother-

mal rates of crystallization via generalized Avrami equa-

tion. The maximum rate of crystallization (vmax) can be

evaluated when t = tmax, so that we have:

vmax ¼
d

dt

a t; Tð Þ
a t!1ð Þ

� �
 �
t¼tmax

¼ nkAtn�1
max exp �kAtn

max

� �

¼ X nð Þ � k
1
n

A; ð40Þ

where

X nð Þ ¼ n� 1ð Þ
ðn�1Þ

n �n1
n � exp �ðn� 1Þ

n

� �
ð41Þ

and X = 1, when n = 1. One identifies kA
1/n as the Avrami

rate constant KA, with dimensions (time)-1. Taking into

account Eqs. (15), (40) and (41), the maximum rate of

crystallization can be expressed in the form:

vmax ¼
d

dt

a t; Tð Þ
a t!1ð Þ

� �
 �
t¼tmax

¼ X nð Þ � k
1
n

A

¼ X nð Þ � ln 2ð Þ
1
n

t0:50

: ð42Þ

The t0.50 and tmax represent the important parameters for

consideration of the entire decomposition process of zinc

ferrite from neutral leach residues, under isothermal

experimental conditions. It can be pointed out, that the

half-time parameter (t0.50) can be obtained in two ways:

(a) determined for each of the operating temperature,

directly from the experimental a–t curves (designated by

t0.50
* ), and (b) using the Avrami rate constant values.

Table 6 lists the values of t0.50, t0.50
* , t0.50

-1 (the reciprocal

half-time), tmax, tmax/t0.50, X(n) and vmax, at the different

operating temperatures (600 �C, 750 �C, 950 �C and

1,150 �C).

It can be seen from Table 6, that the half-time (t0.50)

(also and t0.50
* ) is greater than tmax when n \ 3.26 [only in

this case, the ratio tmax/t0.50 is less than unity (Table 6)],

and t0.50 occurs prior to the inflection point of the a–t curve

when n [ 3.26, but differences between t0.50 and tmax could

be difficult to resolve for reasonable values of n between

3.00 and 4.00. Namely, the half-time (t0.50) is coincident

with the inflection point of a–t curve, only in the case of

perfect symmetry, realized on the true determined value,

which is n = 3.26 (this corresponds to the symmetrically

centered Gaussian distribution, which is identical to the

Weibull distribution with shape parameter equal to

b = 3.26), and which implies that t0.50 = tmax. Given that

at the operating temperatures above 600 �C, the value of

n is greater than 3.26 (Tables 2, 5), then we can clearly see

that the tmax [ t0.50 (and the ratio tmax/t0.50 [ 1) (Table 6).

Based on the obtained results, it follows that the overall

crystallization rate (vmax) is achieved much faster, when the

operation temperature exceeds 600 �C, and it reaches its

maximum value at the highest operating temperature

(1,150 �C) (Table 6).

It can be pointed out, that the larger half-time indicates a

slower crystallization rate (the growth rate (U) can be

approximated by t0.50
-1 (Table 6) i.e., U * t0.50

-1 ). Figure 8

shows the trends of half-time (t0.50) and the reciprocal half-

time (t0.50
-1 ) [the crystal growth rate (U)] as a function of the

operating temperature.

Fig. 7 The linear dependence of [-ln(1-a)]1/n versus t, for

n = 2.96, 3.78, 4.32 and 4.74 at T = 600, 750, 950, and 1,150 �C
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The behavior of t0.50 and t0.50
-1 with increasing of the

operating temperature corresponds to the same class of the

functions, which is a class of the exponential functions.

However, this dependence does not belong to the same

category of the exponential functions.

Based on the presented results, we can conclude that at

the highest operating temperature (1,150 �C), the highest

possible crystallization rate for the investigated process is

achieved. Also, at the mentioned operating temperature,

the rate of formation of the crystal grains is the largest.

Here, it should be noted, that in Fig. 8 we can not see the

emergence of a minimum in t0.50 at a given value of T,

which lay between the glass transition temperature (Tg) (if

we considered the cases for metal compounds) and melting

temperature (Tm), where they formed the so-called bell-

shaped curve of the isothermal crystallization (It is often

the case for the polymer crystallizations). Namely, for

example, the extraction of ZnO (followed by zinc extrac-

tion in hydrometallurgical processing) is usually carried

out below the melting points of the sulfides and oxides

involved, usually below 1,200 �C (for example, for

willemite (Zn2SiO4), the melting temperature is

Tm = 1,512 �C, while for hematite (Fe2O3), Tm is equal to

1,566 �C). On the other hand, in order for the reactions to

occur with a sufficient velocity, the operating temperature

has to be above 500–600 �C [49]. Thus, the operating

temperature range of interest is between 500 �C and

1,200 �C.

Additionally, the apparent activation energy (Ea
0.50) and

the apparent pre-exponential factor (ko
0.50) can also be

obtained from the linear dependence ln(t0.50
-1 ) = lnko

0.50

-Ea
0.50/RT. The apparent activation energy (Ea

0.50) value

calculated is Ea
0.50 = 4.0 ± 0.9 kJ mol-1, while the value

of ko
0.50 was calculated with the value of ko

0.50 =

0.0655 min-1. These values are in good agreement

with the values that were obtained from the dependence

ln(KA) versus 1/T (Ea = 4.8 ± 1.9 kJ mol-1 and ko =

0.0656 min-1). Also, these apparent activation energy

results demonstrate the fact, that both approaches can be

utilized to determine the apparent activation energy for the

investigated decomposition process.

4.9 The Mechanistic Aspects

Figure 9 shows the current reactions scheme in terms of

corresponding operating temperature regions, in which the

observed reactions occurring within the complex Zinc–

Iron-intermetallic phase decomposition.

As the main product of decomposition process at the

elevated temperatures, is the zincite (ZnO), which can be

further, transformed by smelting process into zinc. The

above process may include the gas–solid reactions at the

elevated operating temperatures, which precedes smelting

in pyrometallurgy and leaching in hydrometallurgy. For

our tested process, we can assume the system of parallel

reactions, which proceed in the respective operating tem-

perature regions, just set out in Fig. 9.

It was found that the reduction of hematite to magnetite

may be accompanied by the formation and growth of nuclei

model or the phase-boundary reaction model, respectively,

depending on the operating temperature range [50, 51]. The

XRD investigations showed the dependence of reduction

route on the operating temperature [50, 51].

Given the physical nature of the original sample, and the

chemical composition of the final decomposed materials,

Table 6 Summary of the calculated half-time (t0.50), experimental half-time (t0.50
* ), the reciprocal half-time (t0.50

-1 ), the maximum time (tmax)

(which corresponds to the inflection point of the a–t curve), the ration (tmax/t0.50), the function X(n) [Eq. (41)] and the maximum rate of the

overall crystallization (vmax) [Eq. (42)] values, at the different operating temperatures (600 �C, 750 �C, 950 �C and 1,150 �C)

T (�C) t0.50 (min) t0.50
* (min) t0.50

-1 (min-1) tmax (min) tmax/t0.50 X(n) vmax (min-1)

600 26.749 26.658 0.03738 26.339 0.985 1.16190 0.03838

750 23.660 23.256 0.04227 24.033 1.016 1.44526 0.05544

950 22.201 21.995 0.04504 22.737 1.024 1.63623 0.06771

1,150 21.665 21.116 0.04615 22.267 1.028 1.78612 0.07630

Fig. 8 The trends of half-time (t0.50) and the reciprocal half-time

(t0.50
-1 ) value, as a function of the operating temperature (T)
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we will take a look at a general chemical equation, which is

represented by reaction I in Fig. 9. It should be noted that

the range of operating temperatures that are used, as well as

the partial pressure of oxygen can strongly affect on the

reduction rate. It has been shown that the relatively low

operating temperature (450–600 �C), and rather high par-

tial pressures of oxygen (O2) significantly accelerate the

transformation of Fe2O3 into Fe3O4 (Fe2? becomes much

more stable in relation to Fe3? at decreasing of partial

pressure of O2) [52]. We believe that the operating tem-

perature of 600 �C is ideal for the transformation that takes

place by the reaction I (Fig. 9). In fact, no matter what the

process in ‘‘reaction I’’ takes place in a system of several

parallel reactions, we believe if it came to a complete

formation of metallic iron, from wüstite (FeO) transfor-

mation, in that case it would probably show a greater

variation (by means of amplitude of variation) of Ea with a
(in the sense of certain decrease in the value of Ea, at a

certain value of a). Such behavior is not observed in Fig. 3.

It was shown, that in the kinetic study of Fe2O3 reduction

process, in the T range from 300 to 740 �C, the gradual

decrease of Ea values can be detected [53]. Specifically,

this decline in the Ea values becomes greater with an

increasing of a in the final stage of the reduction process

beyond a = 0.80 [53]. One of the reasons for this behavior

is just the transformation of FeO during the reduction

process. In the considered case, we can assume that at the

operating temperature of 600 �C, the reduction of Fe2O3

into Fe3O4 is fairly fast (characterized by the steadily

increasing of the nucleation rate) and seriously influenced

by the percentage of oxygen deposition and external mass

transfer, during the two-dimensional growth of magnetite

nuclei into uniformly circular discs. This mechanism

suggests that the reduction process at the considered

operating temperature is controlled by interface-controlled

kinetic model. Namely, according to the above mechanism,

we can assume that in this case, we can expect that the

magnetite initially forms as a surface layer on the hematite

reactant, and then the gradually replaces the hematite.

Nucleation of magnetite appears to be a highly favored

process, as is attested by the rapid initial rate at which the

hematite reduction takes place (this is confirmed by the

results presented in Tables 2, 3 and 5 for 600 �C). Further,

it can be assumed that the reduction process is probably

initiated by hematite reaction with the carbon, which was

present in the initial tested sample. It can be pointed out,

that the reduction of hematite to magnetite is frequently

accompanied by the formation of pores, which are pre-

served during subsequent reduction to wüstite. The size and

distribution of these pores change with an operating tem-

perature that was used. In this sense, the temperature

conditions under which the magnetite is formed can play a

vital role in the entire process.

The willemite decomposition process is presented by

reaction II in Fig. 9. As a consequence, the interpretation of

the course of the decomposition can be divided into two

sub-steps (sub-step 1 and 2 in Fig. 9).

If we consider sub-step 1 (Fig. 9) (through the obtained

kinetic results), the formation of ZnO from willemite

transformation proceeds by process which is controlled by

nucleation, and has the spherical structure. Namely, the

zincite (ZnO) crystallization process probably occurs

through the polyhedral crystal growth [54] mechanism (i.e.,

three-dimensional growth), where the value of

n approaches to n = 4.00. The next reaction sub-step (sub-

step 2 in Fig. 9) occurs when incurred ZnO probably left a

small open area between the Zn2SiO4 shell and the ZnO

core. The vacuum in this open area facilitated the decom-

position of the rest of zincite core to yield the Zn vapor and

O2 vapor at the operating temperatures above 800 �C

(&800–900 �C). We believe that in this case, Zn2SiO4

shell is not thin enough, so that the evolution of gaseous

zinc and oxygen are not limited by diffusion through a

solid matrix. It has to be kept in mind that ZnO decom-

poses into the elements below the melting point

(Tm
ZnO = 1,975 �C) if the oxygen partial pressure is too

low. This is important for the deposition of such type of

oxides at the higher substrate operating temperatures.

Namely, the vapor pressure of ZnO is high already at about

1,400 �C, which makes it difficult to grow single crystals

from its own melt. The stoichiometric width of ZnO below

600 �C is rather narrow. For temperatures higher than

600 �C, Hagemark and Toren [55] measured the Zn–

Zn1?xO phase boundary by an electro-chemical method,

and conductivity measurements assuming that excess

zinc constitutes a shallow donor in ZnO. The new

Fig. 9 Current reactions scheme in terms of corresponding operating

temperature regions, in which the observed reactions occurring within

complex Zinc–Iron-intermetallic phase decomposition process
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measurements performed by Tomlins et al. [56] suggest

that Hagemark and Toren [55] actually measured the phase

boundary Zn–ZnO1-x i.e., the concentration of oxygen

vacancies. In that case, the oxygen vacancies can be gen-

erated in ZnO during crystallization. As a result, ZnO grew

slightly faster and formed more rounded (in terms of sur-

faces) polyhedral structures [56].

The operating temperature range for anglesite (PbSO4)

decomposition is 750 �C \ T \ 980 �C (Reaction III in

Fig. 9). We may expect that lead sulphate decomposes very

slowly with the formation of the basic salt 6PbO�5SO3 at

700 �C. This salt undergoes a transformation at 850 �C,

and begins to decompose at 880 �C, where the rapid dis-

sociation begins at 950 �C, and is accompanied by vola-

tilization of PbO [57]. Based on the established results, we

can assume that in this case, probably exists a three-

dimensional growth of the formed PbO particles, where the

nucleation rate, after a certain time period, tends to reach a

constant value. The exposed assumption is a typical for the

case of obtaining of the large crystals, in the form of long

and laminar structure [57].

The final production of zinc oxide (ZnO) is surely com-

pleted at the temperature of 1,200 �C (Reaction IV in Fig. 9).

The catalytic complex as ZnO 9 Fe2O3, is split at the very

high operating temperatures (T [ 1,000 �C) in a non-com-

plex form as ZnO ? Fe3O4 ? 1/2O2. The complex ZnO x

Fe2O3 likely to be autocatalytic decomposed into ZnO and

other chemical species, which significantly reduces the

energy barrier for a given process. In the case of autocatalytic

reaction, the reaction rate is strongly influenced by the con-

centration of the formed product. In the considered decom-

position process, the overall decomposition reaction rate is

strongly depends on the amount of the obtained zincite. It can

be pointed out, that the rate of investigated process increases,

when the nucleation process is autocatalytic, causing an

increase in the value of the Avrami constant above n = 4.00

(n [ 4.00). From the obtained results, we may conclude that

the process which occurs at the operating temperatures

T C 950 �C is surely proceeds through the autocatalytic

reaction mechanism (Tables 2, 3, 5). This result indicates

that the rate of nucleation abruptly increases, at a very early

stage of the observed process.

Based on very high value of the Avrami constant,

especially at T = 1,150 �C (n = 4.74, Table 2), we can

expect the effect of branching, especially in response to the

initial compound that has autocatalytic properties. In this

case, we will have an extremely low value of Ea (Fig. 5).

The formation of the branches is the nucleation of new

crystals on the columnar facets of ZnO crystals. One might

expect the existence of the line defects under the branched

crystals. These line defects that are created, serve as the

pin-points for the secondary nucleation to occur. Branch

growth on the single crystalline ZnO further supports the

idea that the new crystals are mostly formed on the defect

sites, such as edges or holes. Also, it should be noted that

the increase in the operating temperature in Zn vapor did

not result in a decrease of the existing in Zn constitutional

vacancies. If Zn interstitials had diffused into the crystal,

then one would have expected the open-volume defects to

have been filled [58, 59]. Instead, Zn vapor may causes an

increasing in O vacancies in the bulk by growing new ZnO

on the surface. At this point, we should say that it was

found, that the zinc pressure (through the vapor transport)

can act auto-catalytically inducing O2 and Zn partial

pressures higher than the equilibrium ones, and promoting

the decomposition process.

Figure 10 shows phase stability diagram for the system

Zn–Fe–S–O and the process window changes for Zinc–

Iron-intermetallic phase (ferrite) decomposition.

From the industrial point of view, principally two routes

for Zinc–Iron-intermetallic phase (ferrite) decomposition

exist: (a) (intensively) carbon addition with full Zn-evapo-

ration at/below 900 �C and (b) an application of the mod-

erate reducing conditions by avoiding carbon addition using

inert gas. In the latter case the operation temperature has to

be elevated to 1,100–1,200 �C allowing for decomposition

according to Reaction IV (Fig. 9). In this case, the standard

steel parts may still be applicable, which not possible in the

presence of SO2 (primary roasting). It should be noted, that

due to the fact that insoluble zinc-ferrite can not be com-

pletely avoided, the solids (‘‘iron–zinc concentrate’’) sepa-

rated from the zinc-bearing solution by sedimentation and

filtration contains significant Zn-concentrations.

After completion of the thermal decomposition process

of the investigated sample, the presence of particles with

Fig. 10 Phase stability diagram for the system Zn–Fe–S–O and process

window changes for Zinc–Iron-intermetallic phase decomposition
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different forms and sizes in a final structure was observed.

The corresponding SEM image of the final representative

sample after the thermal decomposition at the operating

temperature of 1,150 �C is shown in Fig. 11.

Figure 11 clearly shows the existence of the specific

areas containing the four different particle types. Accord-

ing to the obtained particle shapes, we can quite confi-

dently assume that we have a strong presence of zinc after

the decomposition (‘‘Area 1’’ in Fig. 11), which indicates

that there has not been intense evaporation. The ‘‘Area 1’’

shown in Fig. 11 is the dominant one. The second impor-

tant area (‘‘Area 2’’ in Fig. 11) can be attributed to the

magnetite (Fe3O4) structure (namely, the iron is present

only in the form of Fe3O4, and the final product, which

underwent the decomposition, has the magnetic properties

as the opposed to the original material [1]). The remaining

two areas in Fig. 11 (‘‘Areas 3–4’’, which are much less

dominant [brighter parts in Fig. 11)], can be attributed to

the remains of magnesium in the form of Mg2Si2O6 and the

possible presence of lead oxide particles, which was con-

firmed in our previous paper, using the energy disperse

spectroscopy (EDS) [1].

4.10 Statistical Analysis

Based on the theoretical considerations, we calculate the

corresponding values of distribution parameters (b, g and

1/g), using the Weibull probability plots (WPP) (in the

same conversion ranges, as in the case of dependence

ln[-ln(1-a)] against lnt).

Table 7 lists the values of b, g and 1/g at the different

operating temperatures (600, 750, 950 and 1,150 �C), for

Zinc–Iron-intermetallic phase (ferrite) decomposition.

It can be seen from Table 7 that the value of the the

scale parameter (g) decreases with an increasing of the

operating temperature. The values of the shape parameter

(b) show the same behavior with increase in the operating

temperature, as in the case of changes in the value of the

Avrami constant (Table 2). Also, Table 7 shows that the

values of the characteristic rate constant (1/g) at all oper-

ating temperatures, are identical to the values of the Av-

rami rate constant (Table 2).

Many models have been used in the literature for the

survival studies, and for example these are exponential,

log-normal or Weibull. Exponential and log-normal models

are not adequate for survival studies because in this context

they lack physical meaning: in fact the survival function

associated to the former is constant over time, while in the

second model it shows a peak corresponding to the earliest

values of the time variable. Both these shapes are incom-

patible with examination of the thermo-induced transfor-

mations in metal compounds, since the survival function is

expected to increase with time variable [60]. This is why

the Weibull distribution model has been chosen for dis-

cussion of the survival analysis in the case of Zinc–Iron-

intermetallic phase decomposition.

One fundamental ideas in survival studies is that

‘‘components’’ (the ‘‘component’’ means any individual

reactions within the complex decomposition process) do

not all fail at the exact same time. Therefore, to compute an

estimate of a decomposition lifetime, the statistical distri-

bution of the failure times needs to be determined. Fig-

ure 12 shows the survival curves S(t) which are derived

from the cumulative hazard functions H*(t) (not shown),

for investigated decomposition process, at the different

operating temperatures (T = 600, 750, 950 and 1,150 �C).

From Fig. 12, we can draw the following conclusions:

a) If the maximum acceptable failure rate is 40 %, then the

intersection of the 50 % survival probability with the

curves at considered operating temperatures, suggest a

lifetimes of 26.749, 23.660, 22.201, and 21.665 min, for

T = 600, 750, 950 and 1,150 �C, respectively (Fig. 12).

These values are fully consistent with the values of half-

time (t0.50) (Table 6). On the other hand, if the maximum
Fig. 11 SEM image of the final representative sample, after the

thermal decomposition at the operating temperature of 1,150 �C

Table 7 Values of the Weibull distribution parameters (b and g) as

well as the values of characteristic rate constants (1/g), calculated

using Eq. (29) at the different operating temperatures (600, 750, 950,

1,150 �C), for Zinc–Iron-intermetallic phase decomposition process

T (�C) Conversion range, Da (-) 1/g (min-1) g (min) b

600 0.15–0.95 0.03303 30.28 2.96

750 0.15–0.95 0.03836 26.07 3.78

950 0.15–0.95 0.04138 24.17 4.32

1,150 0.15–0.95 0.04272 23.41 4.74
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acceptable failure rate is 80 %, then the intersection of

the 10 % survival probability with the observed curves,

suggest a lifetimes of 40.109, 32.412, 29.234 and

27.854 min, for T = 600, 750, 950 and 1,150 �C,

respectively (Fig. 12);

b) In our investigated case, we have S(t50) [ S(t90) which

implies t50 \ t90 (and vice versa) at all T’s, i.e.,

S(t) declines monotonically.

c) From items (a) and (b) we can implicitly assumed that

all ‘‘components’’ undergo the statistical event (in this

case, it is the whole decomposition process), if they

have enough reaction time. Given that all S(t) curves

are smooth (Fig. 12) and when t ? ? (approximately)

(especially for T = 600 �C, where S(t) curve is the

longest) we will have that S(t) = 0, i.e., expressed

mathematically in the form lim t ? ? S(t) = 0.

d) On the basis of the facts established under the item (c),

we can confidently assert that all important products of

decomposition (Sect. 4.9) reward after exactly 60 min

from the start of monitoring the entire process

(Fig. 12). This result is very important for establishing

the process conditions, in order to target the industrial

exploitation of zinc and zinc oxide.

It was found that the shape of H*(t) curve at every

observed operating temperature, corresponds to the final

part of the so-called bathtub curve (in fact, represents the

so-called third or the final period on bathtub curve) [61].

This period is valid only for the values of shape parameter

greater than unity (b[ 1). This third period is the end-of-

life period that exhibits an increasing failure rate. It was

also found that H*(t) function reaches a maximum value at

the maximum operating temperature (1,150 �C), which is

consistent with the highest value achieved for the Avrami

rate constant, KA, attached to n = 4.74 (Table 2).

Based on Eq. (35), the distribution parameters bEa
and gEa

were calculated. The following values of distribution param-

eters were obtained: bEa
= 1.47 ± 0.02 and gEa

= 4.5 ±

0.1 kJ mol-1. The energy plot (not shown) was characterized

by a high value of R2 (Adj. R-Square, R2 = 0.99692).

Based on the obtained values of distribution parameters

(bEa
, gEa

), the corresponding F(Ea) and f(Ea) functions

were evaluated. Fig. 13 shows the calculated distribution

functions F(Ea) and f(Ea).

It can be seen from Fig. 13, that the function F(Ea) is

characterized by the accelerating behavior, with a typical

inflection point at coordinates: [27.4 % (expressed as a

percentage), 2.1 kJ mol-1]. Until the inflection point on a

cumulative F(Ea) curve, the density function [f(Ea)]

exhibits an increase (referring to the the probability of

process realization, which is implicitly associated with the

rate evaluation for the same process, in general) with

increasing in Ea values, and reaches its maximum value

exactly at Finf(Ea
max) point (Ea

max = 2.1 kJ mol-1) (Fig. 13).

After the inflection point, F(Ea) curve exhibits a slow

‘‘growth’’ trend, with a density function [f(Ea)] character-

ized by decrease in probability (with further increase in Ea

values), showing the appearance of a long right tail.

The increase in the probability of process realization,

and the occurrence of the maximum of the f(Ea) function at

low values of Ea (Fig. 13), strongly suggests on the auto-

catalytic behavior of a given system, as well as the pre-

sence of high nucleation rate, as previously indicated.

Fig. 12 The survival curves S(t) (derived from the cumulative hazard

functions [H*(t)], for Zinc–Iron-intermetallic phase decomposition

process, at the different operating temperatures (600, 750, 950 and

1,150 �C); In the same figure, the values of lifetimes at the considered

operating temperatures, which correspond to 50 and 10 % survival

probabilities (t50 and t90) are indicated by arrows

Fig. 13 The distribution functions F(Ea) and f(Ea) for Zinc–Iron-

intermetallic phase decomposition process; The inflection point is

designated by Finf(Ea
max) in F(Ea) - Ea graph. Corresponding values

for Ea
max, l, and aEa

were presented in f(Ea) - Ea graph
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The calculated value of the mean apparent activation

energy (Eao = 4.1 kJ mol-1) (Fig. 13) is close to the value

corresponding to activation energy for nucleation process

(\ EN [ = 3.9 kJ mol-1). Having in mind the full range

of variation of the Ea values during decomposition, the

value of dispersion [aEa
= 2.8 kJ mol-1 (Fig. 13)] shows a

rather wide density distribution function, f(Ea).

One of the important properties of the Weibull distri-

bution is the flexibility, so depending on the parameter

values, this distribution can approximate a large number of

different distribution functions.

Based on the obtained value of bEa
, it can be concluded

that the main characteristic of the density distribution

function of Ea values, results from the fact that shape

parameter in the range 1 \ bEa
\ 2 corresponding to

skewed distribution. Applying the theory of probability and

various statistical distributions, this distribution indicates

increasing Ea values of the process, with Ea as the random

variable (cumulative function in Fig. 13). From the shape

of the density distribution functions presented in Fig. 13,

we can conclude that the f(Ea) function belongs to the

group of positively skewed distributions. The skewness is a

measure of the asymmetry of the probability function, with

a real values of random variable. A positive skew indicates

that the tail on the right side is longer than the left side and

the ‘‘bulk’’ of the Ea values lie left of the mean. This form

of f(Ea) function, together with all the above-mentioned

features, represent so-called ‘‘fingerprint’’ distribution for

the current process.

Figure 14 shows the comparison of the experimentally

obtained conversion (a - t) curves with a–t curves which

are calculated numerically, using reactivity distribution

model, described by Eq. (30). The values of the parameters

used in calculation procedure were as the follows:

ko = 0.0656 min-1, b’s from Table 7 at every considered

operating temperature, together with the values of Ea and

f(Ea), presented in Fig. 13.

Figure 14 shows that at all operating temperatures, there

is a very good agreement between the experimental and the

calculated conversion (a-t) curves, using the proposed

reactivity distribution model, which is given by Eq. (30). In

the presented model, the density distribution function

[f(Ea)], includes the autocatalytic behavior of the system,

that contains a set of parallel reaction pathways, where the

identified reaction channels significantly affect the appar-

ent lowering the energy barrier for the emergence of the

overall decomposition process.

5 Conclusions

The present study is primarily focused on the application

of kinetic–statistical approach in order to investigate the

complex mechanism of thermal decomposition of Zinc–

Iron-intermetallic phase (ferrite), as by-product from the

neutral leach residues. The application of this approach

on the current process, has led to the following

conclusions:

• The phase transformation kinetics showed that the

investigated decomposition represents the complex

process, which includes a set of parallel reactions

(mostly gas–solid type reactions), which occur at

different operating temperature ranges. This fact has

been confirmed by varying the Avrami constant

(n) with operating temperature, which at higher

T exceeds the value n = 4.00.

• Based on the calculated average values of dimension-

ality and nucleation indexes, it was concluded that the

dominant crystallization mechanism is the sporadic

nucleation, with a three-dimensional (3D) sphere

growth of new phases.

• It was found that the contributions of the activation

energies for nucleation (EN) and the growth (EG), to the

apparent (effective) activation energy (Ea) of the entire

decomposition process, are fractional.

• By varying the local Avrami constant with a fraction of

transformation, it was found that the nucleation rate is

maximal in the initial stage of the process, and then

nucleation rate decreases rapidly followed by growth of

the product/products particles.

• Based on the dependence of the Avrami constant (n) in

a function of the effective activation energy, it was

found that at T [ 950 �C, the crystallization process

take place in the autocatalytic stage, under the condi-

tions where the rate of nucleation rapidly increases. It

Fig. 14 The comparison of the experimentally obtained conversion

(a–t) curves (full color lines) with a–t curves which are calculated

numerically (symbols), using the reactivity distribution model

described by Eq. (30)
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was established that the high nucleation rate can be

attributed to the formation of both Zn and Fe rich

regions which provide a high number of heterogeneous

nucleation sites, especially for the crystallization pro-

cess at high operating temperatures.

• It was concluded that based on the behavior of the half-

time (t0.50) and the reciprocal half-time (t0.50
-1 ) values

with a change in the operating temperature, the highest

possible crystallization rate is achieved at the highest

T (1,150 �C). In addition, it was also concluded that at

the same operating temperature, the rate of formation of

the crystal grains is the largest.

• Based on the survival analysis within the statistical

interpretation of the process, it was concluded that all

important products of decomposition reward after

exactly 60 min from the start of monitoring the entire

process.

• On the basis of the applied Weibull probability model,

the corresponding density distribution function of Ea

values [f(Ea)] was derived. It has been shown that f(Ea)

function is positively skewed, which is characterized

with a long tail on the right side, and the ‘‘bulk’’ of the Ea

values that lie left of the mean value (4.1 kJ mol-1) (in

the range of the low Ea values). The resulting f(Ea)

function with specified characteristics is the ‘‘finger-

print’’ distribution, for the considered decomposition

process.

• The proposed reactivity distribution model has proved

very successful in describing the experimentally

obtained kinetic (conversion) curves, for Zinc–Iron-

intermetallic phase decomposition process at different

operating temperatures.
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